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MST

run time analysis:

#vertices

#edges

n

m

≦ n/2

≦ m

≦ n/4

≦ m

≦ n/8

≦ m

...

...
O(m log n)

if we could show:

≦ m/2       ≦m/4     ≦ m/8    ... 
O(m)



Randomized MST

Assumptions:     

run time of FindHeavy ≦ CFH(n+m) (for a graph with n vertices and m edges)    

run time of three Boruvka steps ≦ CB(n+m) (for a graph with n vertices and m edges) 

Claim:

run time of Randomized MST  ≦ C(n+m)     (for a graph with n vertices and m edges)  

≦CB(n+m)

≦C(n/8+m/2)

≦CFH(n/8+m)

≦C (n/8+n+?)



Randomized MST

Assumptions:     

run time of FindHeavy ≦ CFH(n+m) (for a graph with n vertices and m edges)    

run time of three Boruvka steps ≦ CB(n+m) (for a graph with n vertices and m edges) 

Claim:  there exists C s.t.

run time of Randomized MST  ≦ C(n+m)     (for a graph with n vertices and m edges)  

≦CB(n+m)

≦C(n/8+m/2)

≦CFH(n/8+m)

≦C (n/8+n+?)



BasicMinCut

run time:

each iteration:   O(n)

total:                  O(n2)



BasicMinCut

Correctness Analysis

Thus:
Pr[  BasicMinCut(G) returns size of min cut ]



BasicMinCut

Probability Amplification

failure probability of N repetitions:

N = 10n(n-1) :       failure probability ≦ 10-8

run time                 O(n4)



MinCut - Bootstrapping

Claim:   There exist algorithms 𝓐0, 𝓐1, 𝓐2, ...   s.t. ∀ i ≧ 0

- Pr[𝓐i(G) = 𝜇(G) ]  ≧ 1/2      ∀ G

- run time of 𝓐i is O(nf(i)),   where f(0) = 4,  f(i+1) = 4(1-1/f(i))

Proof:   induction on i:

i = 0:        BasicMinCut

i ⇒ i+1:    contract until size t=t(n), then call algorithm 𝓐i

apply probability amplification



MinCut - Bootstrapping

failure probability of N repetitions:

correctness of RandomContract:

correctness probability of one iteration:

∙ 1/2

≥

≥


